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Abstract—Significant progress has been made in the
recent years on mixed finite-element formulations of
the magnetostatic Maxwell equations. These formulations
are crucial for the electromagnetic modeling of high-
temperature superconductors (HTS) used in magnets and
superconducting cables. We are developing the Berkeley
Lab Finite Element Framework BELFEM in order to
collect these new formulations into a community toolbox
that is tailored to the needs of selected HTS applications.
This abstract begins with a short summary of the consid-
ered methods, sets up the project goals and discusses the
basic code architecture, as well as the current development
status.

Keywords—finite-element, high-temperature superconductors,
magneto-static Maxwell equations (key words)

I. INTRODUCTION

One distinctive characteristic of the magnetostatic Maxwell
equations compared to say thermal conduction or mechanic
elasticity is that there are not one but two conservation
equations, only one of which can be solved consistently at
a time. If one chooses to solve for the Ampere-Maxwell
equation, the magnetic flux density (b) is conform, and the
magnetic vector potential (a) represents the unknowns the
model is solved for. Choosing to solve for Faraday’s law on
induction on the other hand leads to a conform magnetic field
(h). Now the degrees of freedom are either expressed through
the vector field (h) or the scalar potential (φ). Experience has
shown that a mixture of these formulations leads to the most
efficient models, with the h-a and h-φ formulations being
the most popular ones. The handling of the different types of
degrees of freedom, the special treatment of interfaces between
different domains, and specialties like domain cuts in h-φ or
the treatment of thin shells require the data structures to be
significantly more flexible than for traditional finite element
problems. Moreover, the system matrices produced by these
formulations tend to be very ill-conditioned, non-symmetric
and non-positive definite. These circumstances motivated us
to start the development of the Berkeley Lab Finite Element
Framework (BELFEM). This special purpose code aims to be
tailored to the needs of HTS magnet and cable modeling.

II. STATE OF THE ART

A general overview over the h-a and h-φ formulation and
relevant literature has been given by Dular et al. [1]. Besides
the weak forms of both formulations, the paper also discusses
the performances of various iteration techniques. It also recaps
the general concept of domain cuts that have been introduced
back in the 1990s [2], [3]. An improved cutting method using
Lagrange multipliers has been introduced by both Smajic et
al. [4] and Arsenault et al. [5], [6]. Coupling strategies for the
h-a formulation have been investigated by Brambilla et al. [7].
In a more recent work, Dular investigated numerical stabilities
of selected formulations [8]. A thin-shell approach of the h-a
formulation has been presented by Brotot et al. [9]. A recent
work of Alves et al. [10] introduced a thin-shell variant of the
h-φ formulation.

III. MOTIVATION AND PROJECT GOALS

Most of the formulations mentioned in Sec. II have been im-
plemented on top of commercial toolboxes such as COMSOL
and are not yet available to the general public. Moreover, it is
in the very nature of closed source codes to limit the access
the developer has to the data structure and the knowledge
of underlying algorithms. The desire of having full control
over the data structure motivated us to look into open-source
alternatives. We found the library STRUMPACK [11] to be
a very promising solver for the type of sparse matrices we
encounter, but neither of the leading open source FEM codes
such as MFEM or FreeFEM support this solver at this time.
Having defined the project goals below, we decided to develop
a new finite element framework from scratch to achieve them:

• Support h-a and h-φ formulations for 2D and 3D, as well
as thin shells, both with first and higher order elements.

• Support multiphysics, specifically thermal and mechani-
cal coupling, as well as current sharing.

• Have a text-based user interface that is tailored to the
needs of HTS magnet and cable modeling.

• Use popular open-source data formats, such as HDF5,
GMSH [12], and Exodus II (ParaView) [13].

• Link against modern sparse linear algebra solvers such
as STRUMPACK, PETSc, PARDISO and MUMPS.

• Run in parallel using the MPI standard.
• Be readable, extendable and maintainable.



IV. CODE ARCHITECTURE

The code is written in C++ with a strong focus on modular-
ity and flexibility. No external library is ever accessed directly,
but through wrappers. This way, a unified, mode readable and
therefore more maintainable source code is achieved. External
libraries can be easily exchanged should the need arise in the
future. The most essential modules of the code are:

A. Dense Linear Algebra

Dense linear algebra is used on the element level where
the discretized physics are implemented. To simplify the
implementation and make it more readable, the module aims
to imitate the look and feel of MATLAB most scientists are
familiar with. It can currently wrap against Armadillo [14],
which has more support, or Blaze [15], which is faster.

B. Mesh

An external mesh generator provides node coordinates,
element-to-node topology as well as block and sideset in-
formation. On top of these, the mesh modules generates the
edges and faces that are needed for the Nédélec interpolations
[16] in the conducting regions, as well as the cuts in the air
domain that are needed for the h-φ formulation. The geometry
also defines processor ownerships that are required for parallel
computing. Moreover, all computed field information is stored
in the mesh class.

C. Degree of Freedom Management

Each computational domain has either h, a or φ degrees
of freedom, interfaces may also contain Lagrange multipliers.
The purpose of the degree of freedom management system is
to determine a numbering scheme for all degrees of freedom
that is unique over all processors. With the numbering scheme
in place, this module computes the adjacency graph that
determines the sparsity pattern of the system matrix.

D. Integrated Weak Governing Equation

The equation object computes the element-wise contribu-
tions of the Jacobian matrix and the right hand side of the
sparse linear system. Since individual blocks and sidesets rep-
resent different physical domains, each domain type relevant
to the equation requires a specialized subroutine.

E. Finite Element Kernel

The kernel manages both the initialization of the calculation
as well as the time stepping method. For each used geometry
element on the mesh, a degree-of-freedom element is created.
Once the sparsity pattern is computed the system matrix is
initialized and the time stepping method is started. Within
one iteration step, multiple equation objects can be stacked
serially. One can for example first compute the electromagnetic
problem and solve it using a direct solver, and then compute
the thermal conduction problem with an iterative one. The user
can specify criteria for the code to switch between Newton-
Raphson iterations and Picard iterations during a timestep.

V. CURRENT DEVELOPMENT STATUS

Code development started in June 2020. We are working
closely together with the STRUMPACK development team in
order to get the maximum performance out of the solver.

A. Code Development and Validation

At the time this digest was written, the wrappers for
mesh input and output, parallelization as well as dense and
sparse linear algebra have been completed. Both node and
edge interpolation functions for triangle and tetrahedron shape
functions have been implemented and validated against non-
physical unit tests. Both the h-a and the h-φ formulation
passed first physical integration tests against the Biot-Savart
law. We are currently finalizing a major code review and
validate the code against analytical solutions from Brandt [17].
In the next development step, we will compare the solutions of
the code against selected benchmark problems in COMSOL.

B. Theory Manual

Along with the code, we are developing a theory manual
that summarizes the implemented formulations in a textbook-
like fashion. The notations of the referred literature have
been unified and transcribed into the classical FEM notation
often found in standard literature such as Zienkiewicz [18],
Bathe [19] and Belytscho [20]. We hope that this approach
provides an easier access to the numerical aspects of the mixed
formulations, and encourages scientists to develop their own
formulations on top of our framework.

VI. CONCLUSION

A new finite element framework for high-temperature su-
perconductor applications is being developed at the Lawrence
Berkeley National Laboratory. The code provides highly flex-
ible data structures sufficient for current and future mixed-
field formulations. Popular open source tools such as the
mesh generator GMSH and the post processor ParaView are
incorporated into the workflow. The code links against several
modern sparse linear algebra libraries and runs in parallel
using the MPI standard. Once a sufficient state of development
is achieved, it is planned to publish the source code under a
BSD-like license.
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